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Introduction
Automated Knowledge Discovery [1] is an active
area of research that seeks to address the need for
extensive knowledge acquisition and elicitation, cu-
ration and archival for large quantities of text. A
generic, flexible and extendable text analytics frame-
work is based on robust theme detection methods.
A novel method is described here to extract the-
matic hierarchies using the Latent Dirichlet Allo-
cation (LDA) [2] topic models, noun-phrase extrac-
tion and phrase filtering heuristics. Further, a visual
representation of theme dynamics, the "Document
Thematic Map (DTmap)", is created to enable text
segmentation [3, 4] using the theme-mix.
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Extracted Thematic Phrases: Examples

Document Thematic Maps

Figure 5: Six Handpicked Thematic Phrases

A DTmap is an image of a document con-
sisting of a series of NxN pixels blocks. Each
block represents a sentence in the document.
Block colorings represent the corresponding
sentence’s thematic mix. DTmaps may be
used for tasks such as text segmentation and
visual analysis of theme dynamics in text.
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Figure 7: Abstract Word Coverage

Figure 8: Abstract Noun-phrase Coverage

Figure 9: Thematic Phrases Precision

Future Work
Preliminary evaluation of the method shows good
and precise coverage of the thematic basis of input
text. Further evaluation of the quality of thematic
phrases is planned using:
•ROUGE score, by providing the phrases as input
to text summarization methods [5].

•Comparison of DTmaps with other topic model
based text segmentation methods.

•Qualitative assessment of thematic phrases using
subject matter expert surveys.

Construction of a knowledge graph comprising the
thematic hierarchy using detected themes and text
segments detected in corresponding DTmaps for
large text corpora is ongoing. WORDNET inte-
gration is planned to allow for semantic similarity
measures for thematic phrase candidates.


